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Motivation 
 

The MPI is the most widespread data exchange interface standard used in parallel 
programming for clusters and supercomputers with many computer platforms.  
 
The primary means of the MPI communication between processes is passing messages 
based on basic point-to-point blocking and non-blocking routines. The choice of the 
optimal implementation of exchanges is essential to minimize the idle and transmission 
times to achieve parallel algorithm efficiency.  
 
We used three realizations of data exchange processes based on blocking, non-blocking 
point-to-point MPI routines and new features of the Coarray Fortran technique to 
determine the most efficient parallelization strategy.   
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Numerical approach 
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There are several approaches to approximate first order acoustic wave equations (3).  
Among the approaches used, we highlight finite element methods (FEM), spectral element methods (SEM) 
and the finite difference method (FDM). 
 
From a variety of numerical approaches, we choose the finite difference method on staggered grids. The 
choice of this approach results from the system structure (3): the system equations form a symmetric first 
order hyperbolic system of evolution equations.  
 
In this case, finite difference schemes on staggered grids appear to be the most computationally efficient 
approach [Virieux1986,Levander1988].  



Finite Difference Method. 
Staggered grid.  
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We followed Virieux and developed a second order scheme accurate in space and time on a 
staggered grid. To excite specific waves, we define a volumetric-type source as product of 
the Dirac delta function with respect to space 



Finite Difference Method. 
Staggered grid. 
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Finite Difference Method. 
Numerical example. 
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Figure 1 presents a typical wavefield pressure snapshot excited by the Ricker wavelet impulse. 

Fig. 1. A snapshot of the pressure component at the time instant 2.69 · 10−6. 



Approach to parallelization. 
 Domain decomposition. 

The domain decomposition method is a common approach to parallelization of a computational 
problem, allowing to split the original problem to several computationally smaller subproblems to be 
solved independent of each other or related to each other with the help of boundary conditions. This 
makes the domain decomposition method quite a general and convenient tool for parallel computing.  
 
 
 
 
 
 
 
 
 
 
In turn, the efficiency of a multiprocessor computing system is determined by how evenly the 
problem solution is distributed over the processes and how much transferring data between 
processes is minimized. 



Classical MPI Point-to-Point Communications 
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The elementary MPI routines of data transferring between two processes are the point-to-point routines 
of sending and receiving: 
 
• The blocking routines for sending messages between two MPI processes are MPI_Send and MPI_Recv; 
 
• The non-blocking transfers MPI_Isend and MPI_Irecv. 
 
The blocking operations are somewhat easier to use. However, the non-blocking can be used like this: call 
MPI Isend, do some calculations, and then do MPI Wait. This allows computation and communication to 
overlap, resulting in improved performance overall. 



Point-to-point routines  



Coarray Fortran 

Instead of using the MPI send and receive point-to-point routines, we will take advantage 
of the new opportunities for exchanging data between processes provided within the 
Coarray Fortran approach. 
 
 
History of Coarray Fortran 
 
Co-Array Fortran is defined by:  
– R.W. Numrich and J.K. Reid, “Co-Array Fortran for Parallel Programming”, ACM Fortran 
Forum, 17(2):1-31, 1998  
 
• Integrated into Fortran 2008 standard (approved in 2010) 
 
• Additional information on the web: – www.co-array.org – www.pmodels.org 
 



Coarray Fortran Memory Model 
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Coarray 



What is Co-Array Syntax? 

Co-Array syntax is a simple extension to 
normal Fortran syntax. 
– It uses normal rounded brackets ( ) to point to data 
in local memory. 
– It uses square brackets [ ] to point to data in 
remote memory. 
– Syntactic and semantic rules apply separately but 
equally to ( ) and [ ]. 

real :: s[*] 
real :: a(n)[*] 
complex :: z[*] 



Declaring and allocating Fortran co-arrays 



Domain Decomposition 



Domain Decomposition with Coarray 
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Conclusion and road map 
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We have compared various data exchanges between processes based on the blocking, 
the nonblocking MPI point-to-point routines, as well as the new features of the Fortran 
language based on the Coarray Fortran technique.  
 
For the study, a two-dimensional wave equation that describes the propagation of 
acoustic waves in inhomogeneous media and written down in the form of a first order 
hyperbolic system for the vector of displacement velocity and pressure was taken as a 
test problem. As a numerical solution method, the method of finite differences of the 
second order of accuracy in spatial variables and time on staggered grids was used to 
numerically solve the problem.  
 
The domain decomposition method was used for parallelization into processes to divide 
the computational domain into smaller subdomains with overlapping. 
 
We change the problem sizes as well as various communication approaches to exchange 
data between processes. For each version, we have measured the computation time and 
the acceleration factor. 



Conclusion and road map 
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We have revealed the advantages of the delayed nonblocking MPI Isend, MPI Irecv and 
the Coarray Fortran when the problem size (the number of elements) increases. For the 
delayed nonblocking routines, the efficiency can be explained by overlapping 
computations against the data transfer background. In the Coarray Fortran, the speedup 
is achieved because the shared memory Coarray variables are read and written from any 
image, so there is no need to organize data transfers. The graphs show that this approach 
will be preferable to all others with an increase in the problem dimension. 
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