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INMOST 

INMOST (www.inmost.org, www.inmost.ru) is a short for: 

Integrated 

Numerical 

Modeling and 

Object-oriented 

Supercomputing 

Technologies 

First version during 2012 internship at ExxonMobil 

Contributors: Igor Konshin, Kirill Nikitin, Alexander Danilov, Ivan Kapyrin, Yuri Vassilevski, Alexei 
Chernyshenko (INM RAS, IBRAE RAS), Igor Kaporin (CMC RAS) Dmitri Bagaev, Andrei 
Burachkovski (MSU), Ruslan Yanbarisov, Alexei Logkiy, Sergei Petrov, Ivan Butakov (MIPT), 
German Kopytov (BFU), Timur Garipov, Pavel Tomin, Christine Mayer (Stanford), Ahmad 
Abushaikha, Longlong Li (HBKU), et al 
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• Distributed meshes 

• Distributed linear system assembly 

• Parallel linear solver 

• Automatic differentiation 

• Nonlinear system assembly 

• Coupling of unknowns and models 

 

http://www.inmost.org/
http://www.inmost.ru/
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В сумме более 20 публикаций 
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Grids 
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Geological grids with faults and pinch-outs, 
support for commercial formats of oil & gas 
simulators 

Complex modifications 

Element collapse 
ребер 

Fracture opening 

Human body 
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Dynamic grids 
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OctreeCutcell example in INMOST-

Graphics repository 

AdaptiveMesh example 

for general grid 

adaptation 

Parmetis_AdaptiveRepart 
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Models 
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Navier-Stokes 

  

  

Blood coagulation 

Freesurface flows 

  

  

Multiphase filtration Mechanics 

  
  

Contact mechanics 

Fracturing 

  
  

  

Poromechanics 

  
  

Nuclear waste 
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Jacobian Structure in Multiphysics Problem 

Models connect through 

functions: mobility, density, porosity, 
properties,… 

fluxes: Biot term, incompressibility 
conditions, capillary pressure, … 

right hand side: reactions, … 

Ability to control: 

models, unknowns, functions, 
coupling conditions, residual and 
Jacobian assembly. 

Fully implicit solution: 

saddle system, inf-sup stability issue 
and complex linear systems 
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Deformation 

Flow 

Concentrat
ions 

Thermal 

u,v,w p 

Elasticity 

Darcy law 

So, Sw, Sg Unknowns 

Equations 

T 

Transport 

Heat conduction 

Biot 
term 

Biot term, 
porosity 

Flow 
velocity, 
mobility 

Structure 
movement 

Heat 
gradient 

Thermal 
expantion 

Model decomposition for reservoir simulator: 

Density 
gradient 

Capillary 
effect 

Flow 
velocity 

Structure 
movement 

Thermal 
conduction 

Capillary 
effect 



Large systems 
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Bouchnita, A., Terekhov, K., Nony, P., Vassilevski, Y., & Volpert, V.: A mathematical model to quantify the effects of platelet count, shear rate, and injury size on the initiation of blood coagulation 

under venous flow conditions. PloS one, 15(7), e0235392, 2020 
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Large problems 

• Suitable for large problem solutions: 

• Black oil problem (previous talk) 

• 3x unknowns per cell 

• 100M and 200M cells (320 cores, INM RAS cluster): 

 

 

 

• Memory per core (significant issue!): 

 

 

• Scaled up to 1B of cells on 9600 Cray cores by Ahmad 
Abushaika and Longlong Li at HBKU, Qatar. 
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Large problems 

• Suitable for large problem solutions: 

• Poroelasticity problem 

• 4x unknowns per cell 

• 1.2M cells (INM RAS cluster, Lomonosov): 

 

 

 

 

• Target: full-field geomechanical well 
stability test. 
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Flagship INMOST Linear Solver 

• Preconditioned BiCGStab(l) method1. 

• Preconditioner MPI-parallelization using Additive Schwarz Method. 

• Preconditioner OpenMP-parallelization using Bordered Block-
Diagonal Form2,3. (New!) 

• Multi-level preconditioner with deferred pivoting based on the 
second-order Crout-ILU4,5. 

• Condition estimation of the inverse factors determines the coarse 
system and tunes dropping tolerances6,7. 

• Scaling and reordering of the local system before factorization8,9,10. 
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Additive Schwarz Method 

• For MPI-parallelization. 

• Global matrix is 
composed of local 
blocks. 

• Extend blocks to 
localize the connection. 

• Restricted version. 

Distributed system 

Matrix overlapping 
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Bordered Block-Diagonal Form 

• For OpenMP-parallelization. 

• The problem is to find minimum 
separator for the K-way partitioning. 
(NP-hard) 

• All algorithms are approximate: 

• Greedy dissection (this work). 

• Usual graph packages: Metis, 
Patoh, Mondriaan. (todo) 

• Work with each block in parallel. 

• Differed pivoting for the separator. 
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Bordered Block-Diagonal Form 

• Greedy algorithm: 

• G – graph of A, H = GTG – graph 
product. 

• |Gi| predicts block size growth. 

• |Hi| predicts separator growth. 

• Using priority queue pick a node with 
minimal growth in both block and 
separator. 

• Remove the node from G and H graphs 
and update priority queue. 

• Sequential  
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Singly-Bordered Block-Diagonal Form  

First level Schur complement 
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Doubly-Bordered Block-Diagonal Form  

First level Schur complement 
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SBBD vs DBBD forms  

SBBD Schur (no diagonal) DBBD Schur (has diagonal) 
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Ordering and Scaling 

• Each successive level is reordered and rescaled: 

 Reorder to maximize diagonal product. (famous MC64) 

 partially sequential  

 may apply in parallel to independent blocks, but reduce Schur quality. 

 Rescale into I-dominant matrix. 

 Reorder symmetrically with bandwidth or fill-in reduction algorithm 
in each block. 
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Preprocessing methods 

 Complete blood 
coagulation problem. 

 13 equations per cell. 

 Navier-Stokes problem only. 
 4 equations per cell. 
 Fill-in reduction (METIS) is 4 

times slower than bandwidth 
reduction (RCM) algorithm. 

 Quite dense matrix graph, 
big separator. 

Initial System Bandwidth reduction 

Bandwidth reduction Fill-in reduction (METIS) 
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Doubly-Bordered Block-Diagonal Form (initial) 

First level Schur complement 
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Doubly-Bordered Block-Diagonal Form (RCM)  

First level Schur complement 
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Second-order Crout Incomplete LU 

• Dual-threshold dropping: 

 τ2 for factorization. 

 τ for iterations. 

• Running condition 
estimation: 

 κ = max(|L-1|,|U-1|) 

 τ/κ=const tuning. 

 Limit growth of κ. 

Dense row accumulator: Transposed matrix traversal: 
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Schur Complement 
Partially factorized DBBD matrix: 

 Part that leads to growth of κ is 
accumulated in C: 

 system reordering after factorization. 

• Next level system is the Schur 
complement: 

 S = C - E (DU)-1 D(LD)-1F. 

 Requires forward and backward 
substitution with sparse right hand 
side. 

 Fill-in control is critical. 

 Parallel  

Schur computation: 

Computation of operators: 
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Analogy to the Algebraic Multigrid 

• Coarse system should contain the largest error of the smoother. 

• Condition estimation reveals the error in the smoother and provides 
the coarse-fine splitting of the system. 

• Ideal prolongation P=(-EB-1,I) and restriction R=(-FB-1,I)T. 

• (not satisfied by the present method). 

• Schur complement corresponds to the coarse system. 

 

• Universal but much more computationally complex. 

• (definitely not linear computational complexity) 
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Results 

100x100x100 Poisson problem Black-oil problem with 1M cells 

Single-level algorithm 

26 28 September 2021 Ruscdays’21 



Conclusions and future directions 

• Solved memory but not efficiency issues: 

• Sequential algorithm for DBBD form and Schur growth due to increasing deferred pivoting. 

• Future directions: 

• Faster algorithm for DBBD form. 

• Parallel maximal product transversal. 

• Block elimination, block pivoting (reduce deferred pivoting and Schur growth). 

• Schur computation using ideal restriction and prolongation (more accurate Schur). 

• We are working on a very flexible linear solvers framework S3M to address multiphysics 
problems: 

• Konshin, I., Terekhov, K.: Sparse System Solution Methods for Complex Problems. In International 
Conference on Parallel Computing Technologies, (2021, September): 53-73. Springer, Cham. 
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Thank you for your attention 

Contacts 

• KIRILL.TEREHOV@GMAIL.COM 

Links 

• WWW.INMOST.ORG 

• WWW.INMOST.RU 
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